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Multidimensional Latent Semantic Analysis Using
Term Spatial Information

Haijun Zhang, John K. L. Ho, Q. M. Jonathan Wu, Senior Member, IEEE, and Yunming Ye

Abstract—In this paper, we consider the problem of in-depth
document analysis. In particular, we propose a novel document
analysis method, named multidimensional latent semantic analysis
(MDLSA), which enables us to mine local information efficiently
from a document with respect to term associations and spatial
distributions. MDLSA works by first partitioning each document
into paragraphs and building a term affinity graph, which rep-
resents the frequency of term cooccurrence in a paragraph. We
then conduct a 2-D principal component analysis to achieve an
optimal semantic mapping. This analysis involves finding the lead-
ing eigenvectors of the sample covariance matrix of a training set
to characterize the lower dimensional semantic space. A hybrid
document similarity measure is designed to further improve the
performance of this framework. Our algorithm is examined in two
document applications: retrieval and classification. Experimen-
tal results demonstrate that the proposed technique outperforms
current algorithms with respect to accuracy and computational
efficiency.

Index Terms—Dimensionality reduction, multidimensional,
principle component analysis (PCA), semantic analysis, term
association.

I. INTRODUCTION

W E are investigating the potential of an in-depth doc-
ument analysis by using term spatial information

and dimensionality reduction techniques. The evolution of
human languages has been expedited by the use of the Inter-
net. We see a growing demand for semantic representation that
includes the term associations and spatial distributions. Another
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demand is to find low-dimensional semantic expressions of doc-
uments, while preserving the essential statistical relationships
between terms and documents. Some usages of low-dimensional
representation are extremely useful for facilitating the process-
ing of large document corpora and the handling of various data
mining tasks, such as classification, retrieval, plagiarism, etc.
However, the main challenge for document analysis is know-
ing how to locate the low-dimensional space with the fusion of
local information, which conveys term associations and spatial
distributions, in a unified framework.

Here, we introduce a new model for in-depth document
analysis, named multidimensional latent semantic analysis
(MDLSA). It starts by partitioning each document into para-
graphs and establishing a term affinity matrix. Each component
in the matrix reflects the statistics of term cooccurrence in a
paragraph. It is worth noting that the document segmentation
can be implemented in a finer manner, for example, partition-
ing into sentences. Thus, it allows us to perform an in-depth
analysis in a more flexible way. We then conduct a 2-D prin-
cipal component analysis (2DPCA) [25] with respect to the
term affinity matrix. This analysis relies on finding the leading
eigenvectors of the sample covariance matrix to characterize a
lower dimensional semantic space. According to our empirical
study, we find that using only a 1-D projection to represent each
document is sufficient to achieve marked results. Moreover, a
hybrid document similarity measure is designed to further im-
prove the performance of this framework. In comparison with
the traditional “Bag of Words” (BoW) models such as the latent
semantic indexing (LSI) and the principal component analysis
(PCA), MDLSA aims to mine the in-depth document seman-
tics, which enables us to not only capture the global semantics
at the whole document level, but also to deliver the semantic
information from local data-view regarding the term associa-
tions at the paragraph level. We conduct extensive experimen-
tal verifications including document retrieval and classification.
The results corroborate that the proposed technique is accurate
and computationally efficient for performing various document
applications.

The remaining sections of this paper are organized as follows.
A brief overview of related works is given in Section II. A brief
description of feature extraction procedures from global data-
view is presented in Section III. We build a word affinity graph
in Section IV. We illustrate the details of the MDLSA algo-
rithm in Section V. A hybrid similarity measure is designed in
Section VI. We evaluate the performance of MDLSA on re-
trieval and classification in Section VII. We provide discussions
based on the experimental results in Section VIII. We conclude
this paper in Section IX.

2168-2267 © 2013 IEEE
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where fu,i is the term frequency of the uth word associated with
the ith document, fd

u is the document frequency of term u, fm
u is

the largest fd
u for all u, Wi is the document vector l2 norm, i.e.,

Wi = � xi � 2, W̄i is the average Wi in the entire dataset, τi and τ̄i
are the number of unique terms in document i and the average
unique terms, respectively, s is a slope parameter (set to 0.7
[19], [28]), and nu is a noise measure of term u [27], [28]. The
NORM weighting was recently used in [20], [21], and [23]; the
other four schemes, which are well-known weighting methods,
were used in [19] and [28].

C. Dimensionality Reduction

A document set can be represented by X =
[x1, x2, . . . , xn ] � Rm× n , which is a rectangular matrix
of terms and documents. The desire of latent semantic analysis
is to produce a set Y , which is an accurate representation of X ,
but resides in a lower dimensional space. Y is of dimension d,
with d � m, and it is produced by the form

Y = V T
g X (7)

where Vg is an m × d linear transformation matrix. Thus, it is
straightforward to replace each document xi by its projection
yi = V T

g xi such that we can make between or within com-
parisons facile in the lower dimensional latent semantic space.
There are a number of ways to accomplish this projection. The
transformation matrix Vg can be obtained by traditional tech-
niques such as the PCA, the LSI, or other dimensionality reduc-
tion approaches [3]. In this study, we use the classical PCA to
determine the matrix Vg . The PCA is a well-known technique
in the category of dimensionality reduction. In the PCA, the
determination of Vg is given by maximizing the variance of the
projected vectors, which is in the format of

max
Vg

n�

i=1

� yi Š
1
n

n�

i=1

yi � 2
2. (8)

It has been shown that the matrix Vg is the set of eigenvectors
of the sample covariance matrix associated with the d largest
eigenvalues. Keep this in mind, as we will use this set of global

representations { y1, y2, . . . , yn } to formulate a hybrid similarity
of two documents (see Section VI).

IV. WORD AFFINITY GRAPH

This section introduces a scheme to produce an in-depth doc-
ument representation. First, we segment each document into
paragraphs. Second, we build a word affinity graph, which de-
scribes the local information of each document.

A. Document Segmentation

As we mentioned before, the major drawback of the tradi-
tional modeling methods such as the PCA and the LSI is that
they lack the description of term associations and spatial dis-
tribution information over the reduced space. In this study, we
propose a new document representation that contains this de-
scription. First, each document is segmented into paragraphs.
Since we only considered the HTML documents in this paper,
a Java platform was developed to implement the segmentation.
For the HTML format document, we can use the HTML tags to
identify paragraphs easily. Before document segmentation, we
first filter out the formatted text that appears within the HTML
tags. The text is not accounted for in word counts or docu-
ment features. The overall document partitioning process can
be summarized as follows [20], [23].

1) Partition a document into blocks using the HTML tags:
“<p>,” “<br\ >,” “<li>,” “</td>,” etc.

2) Merge the subsequent blocks to form a new paragraph until
the total number of words of the merged blocks exceeds a
paragraph threshold (set at 50).

3) The new block is merged with the previous paragraph
if the total number of words in a paragraph exceeds the
minimum threshold (set at 30).

For the HTML documents, it is noted that there is no rule
for minimum/maximum number of words for paragraphs [20].
Setting a threshold for word counts, however, still enables us
to control the number of paragraphs flexibly in each document
and remove the blocks, which contain only a few words (e.g.,
titles), by being attached to the real paragraph blocks. It is worth
pointing out that we are able to further partition each paragraph
into sentences by marking periods (the tag “\ .”) to form a finer
structure such that more semantics can be included.

B. Word Affinity Graph

Building a word affinity graph for each document is to rep-
resent the frequency of term cooccurrence in a paragraph. Con-
sider a graph denoted by a matrix Gi � Rm× m , in which each
element gi,u,v (u, v = 1 , 2, . . . , m) is defined by

gi,u,v =
�

Fu,v · log2(n/DFu,v )/� Gi � 2, u �= v
ft

u · log2(n/fd
u )/� Gi � 2, u = v

(9)

where � .� 2 is the Frobenius norm, Fu,v is the frequency of the
cooccurrence in a paragraph associated with the terms u and v
in the ith document, DFu,v is the document frequency that the
terms u and v coappear in a document, and notations of ft

u and
fd

u are as described in (1). Note that if we do not consider term
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Fig. 1. Example of establishing a word affinity graph. The top table shows the
term spatial information distributed over five paragraphs. Here, we assume that
three words, i.e., “garden,” “river,” and “work,” are selected, and the document
is partitioned into five paragraphs. The second table shows the term affinity
graph transmitted from the first table. The diagonal elements represent the term
frequency in this document, and the off-diagonal elements represent the term
cooccurrence. Note that here we do not consider any weighting scheme with
respect to document frequency [as shown in (9)].

cooccurrence in paragraphs, i.e., let gi,u,v = 0 (for u �= v), the
affinity graph Gi becomes a diagonal matrix with the elements
corresponding to the global feature vector xi shown in (2) (the
NORM weighting). By definition, the graph Gi is a symmetric
matrix. This graph contains the local semantic information of
a document in a way that we can design an efficient semantic
representation including term interconnections and distributions
in a unified framework. For clarity, Fig. 1 gives us an example
of establishing a word affinity graph.

V. MULTIDIMENSIONAL LATENT SEMANTIC ANALYSIS

This section presents a new model, MDLSA, which considers
word affinity graphs and maps them onto a low-dimensional
latent semantic space. First, we introduce the objective of the
MDLSA model. Second, we learn a semantic subspace by using
the 2DPCA algorithm. Third, we further process and select the
semantic projections. We summarize the MDLSA algorithm in
the end.

A. Semantic Projection

Despite the capability of delivering more semantics, a word
affinity graph is usually of large size and sparseness. It is com-
putationally demanding if we simply rely on these graphs to
make between or within comparisons. Besides, assembling the
similarity between two matrices is another demanding issue. On
the other hand, without further processing, these graph repre-
sentations contain a large quantity of noises, which spread out
the original term distributional space. As a result, these noises
cause degradation of performance. Therefore, it is important to
design an efficient dimensionality reduction technique, which is
able to compress the graph in a principled manner and form an
accurate representation in a lower dimensional space. The pro-
posed MDLSA model is just this. Given a word affinity graph
G of size m × m (see Section IV-B), the goal of MDLSA is

to produce a projection �Z of size d × d (d � m) resided in a
lower dimensional semantic space. We then use a matrix Z of
size d × k (k � d), which is constructed by a smaller number
of columns of �Z. In linear algebra, the projection �Z can be
obtained by

�Z = V T GV (10)

where V is an m × d linear transformation matrix, as mentioned
in (7). The problem comes to finding an optimal transformation
V for this dimensionality reduction.

B. Learning a Semantic Subspace

To acquire the optimal transformation matrix V , we use the
2DPCA method [25], which has been successfully implemented
in a face recognition system.

For completeness, the process of calculating the matrix V
is summarized here, and the details can be found in the article
reported by Yang et al. [25]. Let { G1, G2, . . . , Gn } be a set
of training documents. By representing the word affinity graph
Gi associated with the ith document, the graph covariance (or
scatter) matrix C can be written by

C =
1
n

n�

i=1

(Gi Š Ḡ)T (Gi Š Ḡ) (11)

where Ḡ denotes the average graph of all the training sam-
ples. Similar to PCA, 2DPCA introduces this total scatter of
the projected samples to measure the discriminatory power of
a transformation matrix V . In fact, the total scatter of the sam-
ples in a training set can be characterized by maximizing the
criterion [25]

J(v) = vT Cv (12)

where v is a unitary column vector, which is called the optimal
mapping axis by maximizing the above quantity. In general, it
is not sufficient to have only one optimal mapping axis. It is
required to find a set of mapping axis, v1, v2, . . . , vd , subject to
the orthogonal constraints and maximizing the criterion J(V )
by the form [25]

{ v1, v2, . . . , vd } = arg max
v

J(v)

subject to vT
j vl = 0( j �= l, j, l = 1 , 2, . . . , d).

(13)

According to linear algebra, the optimal mapping axes,
v1, v2, . . . , vd , are the orthogonal eigenvectors of C associated
with the first largest d eigenvalues. If we denote these mapping
axes by V = [ v1, v2, . . . , vd ], the projection �Z of a word affinity
graph G will be acquired easily by the product of the resulting
matrices, as shown in (10). Here, note that we take advantage
of the symmetry of the affinity graph G. If the graph G is asym-
metric, the transformation shown in (10) will be the same as the
bidirectional PCA [29].

C. Selection of the Semantic Projections

Actually, we can use another matrix Z of size d × k (k � d),
which is a submatrix of �Z, to represent the original graph G
for optimal approximate fit by discovering lower dimensional
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Fig. 2. Description of the MDLSA Algorithm.

space. In practice, only using the first column of �Z is sufficient
to achieve remarkable results. Thus, the matrix Z is of size d × k
(here, k = 1) and turns out to be a column vector like yi pro-
duced by the traditional PCA corresponding to the global feature
xi . We also conducted an empirical study on the selections of
value of k (see Section VII). To avoid confusion, in the follow-
ing context, let zi be the first column of �Zi , which denotes the
projection matrix of the ith affinity graph Gi . Alternatively, the
local information from the ith training document can be repre-
sented by the column vector zi . This is a very promising property
of MDLSA by delivering three important advantages. First, in
comparison with 2DPCA [25], it does not need an assembled
metric to conduct direct matrix comparison such that MDLSA
is easier to make between comparisons. Second, much less time
is required to compare two documents because MDLSA does
not need the many-to-many matching compared with the MLM
method [23]. Third, MDLSA contains local semantic informa-
tion of documents compared withthe PCA and the LSI [2].

D. Algorithm Details

The overall procedure of the MDLSA algorithm is summa-
rized as follows.

Input: The training set, the vocabulary M , and the dimension
of the reduced space d.

Output: Latent semantic representations { zi} for training
samples and zt for a new test sample.

1) Input the training set, the vocabulary M , and the dimen-
sion of the reduced space d.

2) Partition each document into paragraphs and form the
affinity graphs { G1, G2, ..., Gn } .

3) Solve the eigenvalue problem as shown in (13), and con-
struct the mapping V whose column vectors are taken from
the eigenvectors associated with the d largest eigenvalues.

4) Calculate the projected graphs �Zi = V T GiV , as shown
in (10).

5) Select the first column of �Zi to represent the ith training
sample denoted as zi .

6) Given a new affinity graph Gt associated with a new test-
ing document, repeat Steps 4 and 5, map it onto the sub-
space, and achieve the latent semantic expression zt .

For clarity, we visually describe the algorithm in Fig. 2.

VI. HYBRID SIMILARITY MEASURE

Many document applications rely on the calculation of sim-
ilarity between two documents. In order to further improve the
performance of our framework, we develop a hybrid similarity
measure to synthesize the information from a global data-view
and local data-view.

In this study, we have extracted two sets of features from each
document: a feature vector xi containing global information
(i.e., tf) and an affinity graph Gi delivering local information
(i.e., term associations). We then use dimensionality reduction
techniques to map these features onto the latent semantic space,
which is of lower dimension. Intuitively, combining these two
information sources may bring performance gain. Therefore,
we design a hybrid similarity associated with both the global
and local information. Given two documents p and q, let yp
be the latent representation of document p associated with the
global feature xp , and zp the latent representation of document p
produced from the local source Gp . Likewise, let yq be the latent
representation of document q associated with the global feature
xq , and zq the latent representation of document q produced
from the local source Gq . We work by a combined similarity
measure in the form, which involves the cosine distance criterion

S(p, q) = µSg (p, q) + (1 Š µ)Sl(p, q)

Sg (p, q) =
yp · yq

� yp � 2� yq � 2
, Sl(p, q) =

zp · zq

� zp � 2� zq � 2
(14)

where Sg (p, q) represents the global similarity, Sl(p, q) denotes
the local similarity, and µ(0 � µ � 1) is a weight parameter
used to balance the importance of the global and local similarity.
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TABLE I
NAMES OF EXPERIMENTAL METHODS USING PREWEIGHTING

Value of * Label Description
{MDLSA-Hybrid, *-NORM NORM pre-weighting
PCA, LSI, VSM} *-BD-ACI-BCA BD-ACI-BCA pre-weighting

*-AB-AFD-BAA AB-AFD-BAA pre-weighting
*-BI-ACI-BCA BI-ACI-BCA pre-weighting
*-SMART Lnu.ltu (SMART) pre-weighting

Method names are of the form *-{NORM, BD-ACI-BCA, AB-AFD-BAA, BI-ACI-BCA, SMART}.

TABLE II
DESCRIPTIONS OF PARAMETERS INVOLVED

Notation Description
k The number of columns selected from the projected matrix Z̃
µ The weight used to balance the importance of the global and

local similarity
m The vocabulary size
d The dimension of projected features

Thus, the system provides users flexibility to select the value of
µ to balance this hybrid measure according to their expectations.
In this study, we also include the effect study of the parameter µ
in experiments (see Section VII). Note that the local similarity
Sl(p, q) is associated with the features produced by only the
MDLSA method, while the global similarity Sg (p, q) relies on
the features obtained by the PCA.

VII. EXPERIMENTS

In this section, we evaluate the performance of MDLSA on
two document applications: retrieval and classification. We use
two implementations: MDLSA, which only measures the lo-
cal similarity, and MDLSA-Hybrid, which is based on both
the global and local similarity (see Section VI). These two al-
gorithms are compared with MLM-Hybrid [23], MLM-Local
[23], MF [21], TCF [21], PCA, LSI [2], VSM [1], RAP [9],
PLSI [5], and direct graph matching (DGM). MLM-Local only
uses the similarity associated with paragraph-level matching,
while MLM-Hybrid relies on the similarity, which is produced
by both document-level features and paragraph-level features.
The contributions of these two features to the similarity measure
are balanced by a weight parameter, as shown in (14). The details
of the MLM methods can be found in [23]. The TCF method
works by only using the feature represented by term connection.
The MF approach is based on both TF features and TCF features
that are weighted by a parameter similar to the case of MDLSA-
Hybrid and MLM-Hybrid. See [21] for the details of MF and
TCF. The PCA and the LSI perform on only tf features. RAP and
PLSI, which are statistical methods, use only tf features with-
out any term-weighting schemes. DGM, which is similar to the
method described in [11], was tested on only the YahooScience
set due to its heavy computational burden. But the results have
clearly demonstrated that the MDLSA outperforms the DGM by
a significant amount. The VSM regarded as a baseline method
is investigated by without any data reduction operations. The
details of the VSM and the LSI can be found in [1] and [2],
respectively. As we investigated many weighting schemes, as
shown in (2)–(6), the methods relying on these preweights were
listed in Table I. For clarity, we also listed the notations of the
parameters involved in this study, as shown in Table II. All the

TABLE III
DETAILS OF THE DATASETS

CityU1 YahooScience WebKB4
Class 26 6 4
Number of Documents 10400 861 4171
Maximal Number of words 363068 36318 57267
in Each Document
Average Number of Words 1849 913 290
in Each Document
Number of Maximal 2368 427 529
Paragraphs
Average Number of 20.34 10.96 4.17
Paragraphs

experiments were performed on a PC with Intel(R) Core(TM)
i7 CPU 860@ 2.80 GHz and 6.00-GB memory. The feature ex-
traction programs were written in Java programming language.
The document retrieval and classification programs were tested
on MATLAB 7.5.0 (R2007b).

A. Document Retrieval

In this section, we conducted a large scale of experiments
to show the retrieval performance of our proposed approach.
Intuitively, MDLSA-related methods are more effective on large
size of documents because the spatial distributions of terms
will become conspicuous in a lengthy document. To provide
a more real-life experiment, Chow and Rahman [20] collected
a dataset, CityU1, with 26 categories consisting of documents
with the size ranging from few hundred words to over 200
thousand words. This dataset is selected because it features in
including many lengthy documents. Each category includes 400
documents making a total number of 10 400 documents. For
each category, 400 documents were retrieved from “Google”
using a set of keywords. Some of the keywords are shared among
different categories, but the set of keywords for a category is
different from that of other categories. The database can be
found online.1 This dataset has been used in [10] and [20]–
[23]. The distribution details of this dataset were summarized
in Table III. The dataset was divided equally among ten folds.
We held out 90% of the data corpora as a candidate set and
10% as a test set that is used for query. We performed tenfold
cross validation, and the results were averaged over each query,
then over the ten folds. The query in this study is the whole
document. The relevant documents are the ones that belong to
the corresponding category. First, we introduce the performance
metrics used in this study. Second, we present the comparative
results with respect to retrieval performance and query time
performance. Third, we include the study on the influence of
different parameters involvedin the algorithms.

1) Performance Metrics: To quantify the retrieval results,
we used averaged precision and recall values [9], [10] for each
query document. The precision and recall measures are defined
as follows:

Precision =
No. of correctly retrieved documents

No. of retrieved documents
(15)

1www.ee.cityu.edu.hk/� twschow/Html_CityU1.rar
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TABLE IV
COMPARATIVE RESULTS OF DIFFERENT RETRIEVAL METHODS

No. of Retrieved Documents
Method AUC(%) 10 40 360 10 40 360

Average Precision (%) Average Recall (%)
MDLSA-Hybrid-NORM 73.97 87.64 85.88 75.32 2.43 9.54 75.32
MLM-Hybrid 72.64 87.99 85.65 73.75 2.44 9.52 73.75
MDLSA-Hybrid-BI-ACI-BCA 70.88 87.74 85.68 72.17 2.44 9.52 72.17
MDLSA-Hybrid-AB-AFD-BAA 70.83 87.62 85.56 72.44 2.43 9.51 72.24
MDLSA-Hybrid-SMART 70.78 87.85 85.67 72.16 2.44 9.52 72.16
MF 70.54 85.00 82.61 73.24 2.36 9.18 73.24
MLM-Local 70.32 88.52 85.90 71.08 2.46 9.54 71.08
MDLSA-Hybrid-BD-ACI-BCA 70.29 87.56 85.33 71.71 2.43 9.48 71.71
MDLSA 69.84 87.52 85.49 71.21 2.43 9.50 71.21
PCA-NORM 68.26 82.78 80.13 71.85 2.30 8.90 71.85
PCA-BI-ACI-BCA 66.78 86.20 83.26 69.00 2.39 9.52 69.00
PCA-SMART 66.11 86.09 82.83 68.59 2.39 9.20 68.59
PCA-AB-AFD-BAA 65.72 84.95 82.02 68.45 2.36 9.11 68.45
PCA-BD-ACI-BCA 64.00 83.87 81.10 67.09 2.33 9.01 67.09
VSM-NORM 63.20 77.01 77.78 66.83 2.14 8.64 66.83
PLSI 62.20 73.34 76.08 67.56 2.04 8.45 67.56
VSM-BI-ACI-BCA 58.49 80.68 78.29 61.72 2.24 8.70 61.72
VSM-SMART 57.27 79.32 77.18 60.89 2.20 8.58 60.89
VSM-BD-ACI-BCA 57.06 78.95 76.85 60.78 2.19 8.54 60.78
LSI-BD-ACI-BCA 52.23 80.15 76.68 58.07 2.23 8.52 58.07
LSI-BI-ACI-BCA 46.94 80.22 76.28 52.82 2.23 8.48 52.82
LSI-AB-AFD-BAA 46.73 79.35 74.77 53.10 2.20 8.31 53.10
TCF 46.58 73.09 69.02 54.24 2.03 7.67 54.24
VSM-AB-AFD-BAA 46.05 75.97 72.14 51.06 2.11 8.02 51.06
LSI-SMART 44.15 79.06 74.20 50.65 2.20 8.24 50.65
LSI-NORM 43.21 76.31 72.40 51.51 2.12 8.04 51.51
RAP 35.59 78.84 73.04 45.02 2.19 8.12 45.02

The weight µ settings for hybrid methods were MDLSA-Hybrid-NORM: µ = 0.25; MLM-Hybrid: µ = 0.4; 
MDLSA-Hybrid-BI-ACI-BCA: µ = 0.2; MDLSA-Hybrid-AB-AFD-BAA: µ = 0.2; MDLSA-Hybrid-SMART: µ = 0.2; 
MF: µ = 0.75; and MDLSA-Hybrid-BD-ACI-BCA: µ = 0.15.

Recall =
No. of correctly retrieved documents

No. of documents in relevant category
. (16)

In addition, the following measure is called “area under the
precision-recall curve” (AUC) [9], [10], which is related to both
above two measures

AUC =
nm a x�

iA =2

(P (iA ) + P (iA Š 1)) × (R(iA ) Š R(iA Š 1))
2

(17)
where nmax denotes the maximum number of retrieved docu-
ments, P (iA ), and R(iA ) denotes the precision and recall values
with iA documents retrieved.

2) Comparative Results: We first evaluate the retrieval per-
formance of MDLSA and MDLSA-Hybrid based on above met-
rics. We empirically set the number of selected terms (or the size
of vocabulary M ) to 3000, i.e., m = 3000. We set the dimen-
sion of projected feature to 100, i.e., d = 100. We also included
the effect study on these parameters in the next section. The
numerically comparative results of different methods are sum-
marized in Table IV, in which the results of MDLSA-Hybrid,
MLM-Hybrid, and MF are based on the optimal weight µ. We
also include the precision results visually shown in Fig. 3 when
the retrieved documents, the most similar candidate documents
from the dataset for each query, vary from 1 to 360. In Fig. 3,
MDLSA-Hybrid, PCA, LSI, and VSM are based on the NORM
weighting. It is observed that MDLSA-Hybrid-NORM outper-
forms all the other approaches with respect to AUC measure.
The methods with the hybrid similarity perform better over the
ones with only using either the local similarity or the global sim-
ilarity. MDLSA-Hybrid, MDLSA, MLM-Hybrid, MLM-Local,

Fig. 3. Retrieval performance of different models.

and MF deliver superior results compared with the traditional
techniques, PCA, LSI, RAP, PLSI, and VSM. The results sug-
gest that LSI and PCA with appropriate preweighting and fea-
ture selection may outperform the statistical methods, i.e., PLSI
and RAP, because currently these methods cannot utilize the
preweighting schemes to boost their performance. In Fig. 3, it
is interesting to observe that MLM-Local provides better results
when a few documents are retrieved. MDLSA-related meth-
ods achieve the best results when only a single document is
retrieved. In comparison with PCA, which utilizes the global
semantics of documents, we listed the AUC Improvement by
optimal combination of the global and local information in




