
IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 52, NO. 7, JULY 2014 4391

Synthetic Aperture Radar Image Segmentation
by ModiÞed StudentÕs t-Mixture Model

Hui Zhang,Member, IEEE, Q. M. Jonathan Wu,Senior Member, IEEE, Thanh Minh Nguyen, and
Xingming Sun,Senior Member, IEEE

Abstract—Synthetic aperture radar (SAR) data are often af-
fected by speckle noise, which originates in the SAR system’s
coherent nature. In this paper, we introduce a simple and effec-
tive algorithm to make the traditional Student’s t-mixture model
(SMM) more robust to noise. The proposed new modi�ed SMM
(MSMM) is applied for SAR image segmentation. SMM has come
to be regarded as an alternative to the Gaussian mixture model
(GMM) as it is heavy tailed and more robust to outliers. However,
a major shortcoming of this method is that it does not take into
account the spatial dependencies in the image. Although some
existing methods incorporate the spatial relationship between
neighboring pixels, they are still not robust enough to noise. The
advantages of our method are as follows. First, we introduce
MSMM to incorporate the local spatial information and pixel
intensity value by considering the conditional probability of an
image pixel in�uenced by the probabilities of pixels in its im-
mediate neighborhood. Furthermore, we introduce the additional
parameter � to control the extent of this in�uence. The larger
� indicates the heavier extent of in�uence in the neighborhoods.
Second, the prior probability of an image pixel is in�uenced by
the probabilities of pixels in its immediate neighborhood, which
incorporates local spatial and component information. Third, our
model is based on the �nite mixture model (FMM); it is simple and
easy to implement, and the expectation maximization algorithm
can be applied for estimation of optimal parameters. Finally, the
traditional SMM can be considered as a special case of our model.
Thus, our method is general enough for FMM-based techniques.
Experimental results on both simulated and real SAR images
demonstrate the improved robustness and effectiveness of our
approach.

Index Terms—Expectation maximization (EM) algorithm,
image segmentation, mean �lter, spatial constraints, Student’s
t-distributions, synthetic aperture radar (SAR) image.
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high resolution, and all-weather acquisition capability, has
been used for many years in remote sensing applications [1].
Segmentation is a fundamental problem in automatic SAR
image interpretation. However, the speckle appearing on SAR
images is always generated by coherent processing of radar
echoes [2]. SAR image segmentation is challenging due to
this speckle, a noiselike phenomenon, that results in a large
variation of the backscatter (i.e., pixel brightness in an image)
across neighboring pixels within a single distributed target
(e.g., a Þeld of wheat) [3]. The presence of speckle not only
reduces the interpreterÕs ability to resolve Þne detail but also
makes segmentation of such images more difÞcult. Recently,
many different methodologies [4]Ð[12] have been proposed for
image segmentation. Generally, these methods can be divided
into four categories, namely, thresholding, clustering, edge
detection, and region growing. Region growing methods [13]Ð
[16] can incorporate regional features, but they still remain
the problem of establishing the initial regions and Þnding
reasonable region descriptors or features to enable proper
merging of similar regions. Image segmentation is the process
of partitioning an image into multiple segments. The goal of
segmentation is to simplify and/or change the representation of
an image into something that is more meaningful and easier
to analyze [17]. In fact, image segmentation is the process of
assigning a label to every pixel in an image such that pixels
with the same label share certain visual characteristics [18].
Typically, in remote sensing applications, image segmentation
results in several groups of contiguous pixels that have similar
properties and belong to the same label by the segmentation
algorithm.

The well-known Þnite mixture model (FMM) is one of
the most widely used image segmentation algorithms. The
Gaussian mixture model (GMM) is most commonly selected as
a particular case of the FMM by assuming the conditional prob-
ability as a Gaussian distribution [19]Ð[21]. The GMM is very
useful and used as a statistic modeling tool for multivariate data
because a Gaussian is an appropriate distribution for unimodal
centrally clustered data. The main advantage of the standard
GMM is that it is easy to implement and the small number
of parameters can be efÞciently estimated by adopting the
expectation maximization (EM) algorithm. However, the GMM
is weak in parameter estimation in the case of heavy outliers. In
many practical applications, the robustness to outlying data is
crucial because the mixture of outliers and observable data may
severely affect the estimation of the model parameters, as well
as the modelÕs complexity. Thus, additional components are
needed to capture the tails of the distributions. When outliers
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C. HMRF Model

MRF accounts for contextual constraints by using spatial
information with conditional MRF distributions. In an MRF, the
sites in S are related to one another via a neighborhood system,
which is defined as N = {Ni, i ∈ S}, where Ni is the set of
sites neighboring, including the i th pixel itself. A random field
X is said to be an MRF on S with respect to a neighborhood
system N if and only if [37]

p(x) > 0, ∀x ∈ X

p
(
xi|xS−{i}

)
= p(xi|xNi) .

According to the Hammersley–Clifford theorem [52], a given
random field is an MRF if and only if its probability distribution
is a Gibbs distribution; thus

p(x) = Z−1 exp (−U(x)) (9)

where Z is a normalizing constant called the partition function
given by

Z =
∑
x∈X

exp (−U(x)) (10)

and U(x) is an energy function of the form

U(x) =
∑
c∈C

Vc(x) (11)

where C is the all possible cliques, and Vc(x) stands for the
clique potential associated with clique c. A clique c is defined
as a subset of sites in S in which every pair of distinct sites is
neighbors, except for single-site cliques.

HMRF is a special case of hidden Markov models, which
are defined as stochastic processes with an unobservable state
field X and an observable (or emitted) random field Y . The
probability distribution p(x) satisfies (9). Moreover, for any
x ∈ X , random variables yi satisfy the conditional independent
assumption

p(y|x) =
N∏

i=1

p(yi|xi) (12)

which provides a convenient approximation of the posterior
field p(x|y), still guaranteeing its Markovianity.

The computation of term Z defined in (10) involves all possi-
ble realizations of x of the HMRF, which is hardly ever feasible
in terms of computational requirements. Besag [29] introduces
the idea of pseudolikelihood approximation of the Markov field
prior to solve this problem. Under this approximation, the prior
of the Markov field is

p(x) =
N∏

i=1

p(xi|xNi) . (13)

Relevant studies [7], [8], [26] show that optimization of the
Markov field prior under the pseudolikelihood approximation
(13) offers good estimates of the HMRF model parameters.

D. MRF on Contextual Mixing Proportions

Another model, the SVFMM, imposes the MRF-based
smoothness constraint on the contextual mixing proportions
[45]–[49]. The main difference between FMM and SVFMM
is the definition of prior probability, which is equal to � j in
FMM and � ij (also called contextual mixing proportion) in
SVFMM. MRF is used on the contextual mixing proportion
� ij in SVFMM to incorporate the spatial information between
the neighboring pixels and to consider the relationship between
pixel yi and class xi. Here, the contextual mixing proportion
� ij still needs to satisfy the constraints in (6). Let π denote the
configuration of the states � ij , i.e., π = (� ij)i∈S,j∈Q. Similar
to HMRF, the SVFMM method introduces the Gibbs function
for prior probability

p(π) = Z−1 exp (−U(π)) (14)

where

U(π) =
∑
c∈C

Vc(π). (15)

Many realizations of (15) are proposed in [45]–[49]. A possible
solution is the Gauss–MRF given by

U(π) = �
N∑

i=1

∑
m∈Ni

K∑
j=1

(� ij − � mj)
2. (16)

The traditional iterative EM algorithm is used for parameter
learning in HMRF. However, due to the complexity of the
log-likelihood function of SVFMM, the M step of the EM
algorithm cannot be directly applied to the contextual mixing
proportion � ij . In [45], the authors apply a gradient projection
algorithm to solve this problem. Quadratic programming is used
to compute the pixel label priors in [49].

III. MSMM

To explain our algorithm clearly, let us first recall (8) of
FMM: p(yi|π, θ) =

∑K
j=1 � jp(yi|� xi). It can be clearly seen

that FMM is the linear combination of prior probability � j and
conditional probability p(yi|� j). We modify these two items,
i.e., � j and p(yi|� j), with mean filter to make the tradition
FMM more robust to noise.

1) � j can be changed to � ij by incorporating the spatial
information for pixel i to prior probability � j . In real
images, the estimation of prior probability � j may always
be influenced by noise. This is usually solved by using an
MRF/HMRF model that estimates the prior probability
by the probabilities in its neighborhood [see (9) and
(14)]. As long as the signal strength is greater than the
noise strength, the correct prior probability can always be
estimated. In this paper, we use a mean filter instead of
MRF/HMRF to incorporate local spatial information and
component information.

2) Inspired by MRF/HMRF and the idea of neighborhood
influence, we use the neighborhood window to modify
conditional probability, as shown in (17). In traditional
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FMM, for the same component j and intensity value y,
traditional FMM satisfies the same conditional proba-
bility p(yi|� j). In our model, we make the conditional
probability of the i th pixel to be influenced by the prob-
ability in its immediate neighborhood. In this case, two
pixels with the same intensity value y can have different
conditional probability values for the same classes.

Let yi, with dimension p, i = (1, 2, . . . , N ) denote the inten-
sity value at the i th pixel of an image and j (j = 1, 2, . . . , K )
denote the corresponding class label of the i th pixel. To in-
corporate the local spatial information (i th pixel) and intensity
value information yi, we separate the mean filtered conditional
probabilities into two items: One item is the original probability
t(yi|� j), and another item is

∏
m∈∂i

t(ym|� j)
(α/(Ni−1)) . The

former item, corresponding to the standard FMM, is used to
preserve image details and contours. The latter item “neighbor-
hood probabilities”

∏
m∈∂i

t(ym|� j)
(α/(Ni−1)) represents the

influence of the conditional probabilities of i th neighborhood
pixels. Ni − 1 is the normalization factor and represents the
cardinality of � i. Parameter � is used to control the extent
of this influence. The larger � indicates a heavier extent of
influence in the neighborhoods to make our model more robust
to noise. The smaller � indicates a lighter extent of influence
for preserving more image details and contours. Based on the
discussion above, we introduce the MSMM as follows:

p(yi|π, θ) =
K∑

j=1

� ij

[
t(yi|� j)

∏
m∈∂i

t(ym|� j)
α

Ni−1

] 1
1+α

(17)

where the Student’s distribution t(yi|� j) is defined in (1) with
parameters � j = {µj ,Σj , vj} as

t(yi|� j) = t(yi|µj ,Σj , vj) =
Γ(vj / 2 + p/ 2)

Γ(vj / 2)
|Σj |−1/2

(�v j)p/2

×
[
1 +

(yi − µj)
TΣ−1

j (yi − µj)

vj

]−(vj+ p)/2

(18)

where � i = Ni − {i} is the neighborhood of the i th pixel
without the i th pixel itself. In particular, our model degrades to
the standard FMM when we select the smallest � = 0, without
“neighborhood probabilities” influence. Thus, standard FMM
can be considered as a special case of our model.

The prior probability � ij in (17) represents the prior distri-
bution of the pixel yi belonging to class j , which satisfies the
constraint in (6), i.e.,

0 ≤ � ij ≤ 1 and
K∑

j=1

� ij = 1. (19)

To incorporate the spatial information (i th pixel) and com-
ponent information (posterior probability zij), we impose the
weighted mean filter in prior probability estimation. Let us first
recall the calculation of prior probability � ij in SMM

� ij =
zij

K∑
j=1

zij

(20)

where zij is the posterior probability p(xi = j |yi). Using a
weighted mean filter, we have

� ij =

∑
m∈Ni

wimzmj

K∑
k=1

∑
m∈Ni

wimzmk

(21)

where Ni is the neighborhood of the i th pixel, including the i th
pixel itself, and wim is the weighted parameter to control the
influence of other (mth) pixels to the i th pixel. We introduce the
weighted parameters wim to incorporate the spatial information
in order to preserve robustness and noise insensitiveness and
to control the balance between the image noise and the image
details. As such, the strength of weighted parameters should
be decreased as the distance between pixels m and i increases.
We define the weighted parameters wim as the function of dim,
which is the spatial Euclidean distance between pixels m and
i . The possible choices for these functions are 1/d im, 1/ (1 +
dβ

im), 1/ exp(dβ
im), (� = 1, 2, . . .), etc. Here, we adopt

wim =
1

1 + d2
im

. (22)

It is noted that pixels in (17) and (21) can build up to a 3 × 3,
5 × 5, 7 × 7, etc. square window, where the center of the
window is the i th pixel and the neighborhood of the i th pixel
is the mth pixel. In general, a smaller sized window preserves
more image details and a larger sized window makes the model
more robust to noise.

Both mean filter and MRF/HMRF can be considered as
spatial constraints to incorporate some local spatial information
and to make the model more robust to image noise. In this
paper, we adopt a mean filter instead of MRF/HMRF for three
reasons.

1) MRF/HMRF is complex and time consuming. In contrast,
mean filter is simple, easy, and fast for implementation.
This has been demonstrated in experimental results.

2) In MRF/HMRF, for a 1-D chain, the Markov property
means that the probabilistic behavior of the chain at some
time i , given knowledge of its complete past, depends
only on its state in the immediate past i − 1 [53]. For
a 2-D image, the definition of neighbors (i − 1 and i +
1) extends to horizontal, vertical, and diagonal pixels,
which become a 3 × 3 square window. In our model,
the neighborhood window size of the mean filter can be
selected as 3 × 3, 5 × 5, 7 × 7, etc. Moreover, although a
square window is used in this paper, windows with other
shapes (e.g., diamonds or circles) can be also suitable.

3) Compared to MRF/HMRF algorithms, our method is
more suitable for SAR image and speckle noised image
analysis, which is shown in experimental results.

A contribution of our idea is the establishment of (17), which
incorporates the spatial information and the pixel intensity
value in an image. Another improvement is that we consider
the conditional probability of an image pixel influenced by
the probabilities of pixels in its immediate neighborhood and
introduce the additional parameter � to control the extent of
this influence. Moreover, we reveal the relationship between
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the prior probability and the posterior probability in (21) with
the help of a mean filter. In the end, the weighted parameters
wim used to control the influence of the neighborhood pixels,
depending on their distance from the central pixel, are shown
in (22).

The major special characteristics of our model are
summarized.

1) Use a mean filter to replace MRF/HMRF for much easier
and faster calculation.

2) Apply the mean filter not only on prior probability but
also on conditional probability.

3) Decrease the influence of the neighborhood pixels with
the increase in their distance from the central pixel.

4) Adopt multivariate Student’s t-distribution, which is more
robust to outliers.

IV. PARAMETER LEARNING

With the help of the scaling factor, the Student’s t-distribution
can be represented as a mixture of Gaussians with the same
mean and scaled covariance. Equation (17) can be rewritten as

p(yi|Θ) =

K∑
j=1

� ij

[
N (yi|µj ,Σj /u ij)

×
∏

m∈∂i

N (ym|µj ,Σj /u ij)
α

Ni−1

] 1
1+α

(23)

where Θ = {� ij , µj ,Σj , vj , uij}N,K
i,j=1 . The scaling factors uij

follow the Gamma distribution, which depends only on the
degree of freedom vj for the pixel yi corresponding to the j th
component

uij ∼ G
(vj

2
,

vj

2

)
. (24)

Let hij be a set of latent component labels, where hij = 1 if yj

is generated from the i th component and hij = 0 if otherwise.
According to [23], the complete-data likelihood can be factored
into the product of the marginal densities of h, the conditional
densities of u given hij , and the conditional densities of y given
uij and hij

l =
N∏

i=1

K∏
j=1

[
� ijN (yi|µj ,Σj /u ij)

1
1+α p(uij |vj)

×
∏

m∈∂i

N (ym|µj ,Σj /u ij)
α

(Ni−1)(1+α)

]hij

(25)

where

N (yi|µj ,Σj /u ij)

=
|Σj |−1/2up/2

ij

(2� )p/2
exp

{
−1

2
uij(yi−µj)

TΣ−1
j (yi−µj)

}
(26)

p(uij |vj)

=
1

Γ(vj / 2)
(vj / 2)vj/2(uij)

vj/2−1e−uijvj/2. (27)

From (26) and (27), the complete-data log likelihood (ignoring
constant terms) can be written as

log l =
N∑

i=1

K∑
j=1

hij

×
{
log � ij +

1

1 + �

×
[
−1

2
log |Σj | −

1

2
uij(yi − µj)

TΣ−1
j (yi − µj)

]

+
�

(Ni − 1)(1 + � )

∑
m∈∂i

×
[
−1

2
log |Σj | −

1

2
uij (ym − µj)

T Σ−1
j (yi − µj)

]

+
[
−log Γ

(vj

2

)
+

vj

2

(
log

(vj

2

)
+log uij−uij

)] }
.

(28)

To maximize the log-likelihood function in (28), we apply
the EM algorithm, which requires calculation of quantity Q,
the expectation of the complete-data log-likelihood function.

The E-step

Q =E (k) (log l)

=

N∑
i=1

K∑
j=1

E (hij)

×
{
log � (k)

ij +
1

1 + �

×
[
−1

2
log

∣∣∣Σ(k)
j

∣∣∣ − 1

2
E (uij)

×
(

yi − µ(k)
j

)T

Σ
−1(k)
j

(
yi − µ(k)

j

)]

+
�

(Ni − 1)(1 + � )

×
∑

m∈∂i

[
−1

2
log

∣∣∣Σ(k)
j

∣∣∣ − 1

2
E (uij)

×
(

ym − µ(k)
j

)T

Σ
−1(k)
j

(
yi − µ(k)

j

)]

+
[
− log Γ

(vj

2

)
+

vj

2

×
(
log

(vj

2

)
+ E (k) (log uij)− E (k) (uij)

)] }
(29)

where k denotes the kth iteration estimation of the corre-
sponding quantities. The posterior probabilities of the latent
component hij can be calculated as

zij = E (hij) = p(hij = 1|yi) =
p(hij = 1, yi)

p(yi)
. (30)
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Using (17), we have (31), shown at the bottom of the page.
From [23], the posterior probabilities of the scaled factors and
its log function can be calculated as

E (k) (uij)=u(k)
ij =

v(k)
j + p

v(k)
j +

(
yi−µ(k)

j

)T

Σ
−1(k)
j

(
yi−µ(k)

j

)
(32)

E (k) (log uij)=log u(k)
ij −log

(
v(k)

j + p

2

)
+ �

(
v(k)

j +p

2

)
.

(33)

The M-step is calculated by maximizing the posterior expec-
tation Q of the complete-data log-likelihood. The expression
of the means µj can be obtained by maximizing the posterior
expectation Q over µj , which yields

�Q

�µ (k+1)
j

=
1

(1 + � )

N∑
i=1

z(k)
ij u(k)

ij

[ (
Σ

−1(k)
j µ(k)

j − Σ
−1(k)
j yi

)

+
�

(Ni − 1)

∑
m∈∂i

(
Σ

−1(k)
j µ(k)

j − Σ
−1(k)
j ym

)]
. (34)

The solution of �Q/�µ (k+1)
j = 0 yields the estimation of µj

µ(k+1)
j =

N∑
i=1

z(k)
ij u(k)

ij

(
yi +

α
(Ni−1)

∑
m∈∂i

ym

)
N∑

i=1
(1 + � )z(k)

ij u(k)
ij

. (35)

Next, when we consider the partial derivative of Q with respect
to Σ−1

j at the (k + 1) iteration step, we have (36), shown at

the bottom of the page, before (37). Let �Q/� Σ
−1(k+1)
j = 0

yield (37), shown at the bottom of the page. Setting the partial
derivative of Q with respect to vj , we have

�Q

�v (k+1)
j

=
1

2

N∑
i=1

z(k)
ij

[
log

(vj

2

)
− �

(vj

2

)
+ 1 + log u(k)

ij

−u(k)
ij + �

(
v(k)

j + p

2

)
− log

(
v(k)

j + p

2

)]
. (38)

Setting (38) equal to zero, it follows that vj needs to be
iteratively computed to solve the following equations:

log
(vj

2

)
− �

(vj

2

)
+ 1 +

N∑
i=1

z(k)
ij

[
log u(k)

ij − u(k)
ij

]
N∑

i=1
z(k)
ij

+ �

(
v(k)

j + p

2

)
− log

(
v(k)

j + p

2

)
= 0. (39)

Finally, for better illustration of our algorithm, we conclude the
parameter learning of our model as follows.

Algorithm: The EM Algorithm for the MSMM
1. Initialize the algorithm, set parameter � equal to 0.5, and

select the 3 × 3 square neighborhood window k := 1.
2. Use (22) and (21) to calculate the weighted parameters

w(k)
mi and prior probability � (k)

ij .

3. Compute the posterior probability z(k)
ij and latent variable

u(k)
ij according to the E-step using (31)–(33), respectively.

4. Compute the quantities µ(k+1)
j , Σ

(k+1)
j , and v(k+1)

j

according to the M-step using (35), (37), and (39),
respectively.

z(k)
ij =

� (k)
ij

[
t
(

yi|µ(k)
j ,Σ(k)

j , v(k)
j

) ∏
m∈∂i

t
(

ym|µ(k)
j ,Σ(k)

j , v(k)
j

) α
Ni−1

] 1
1+α

K∑
h=1

� (k)
ih

[
t
(

yi|µ(k)
h ,Σ(k)

h , v(k)
h

) ∏
m∈∂i

t
(

ym|µ(k)
h ,Σ(k)

h , v(k)
h

) α
Ni−1

] 1
1+α

(31)

�Q

� Σ−1(k+1)
j

=
1

2(1 + � )

N∑
i=1

z(k)
ij

[(
Σ

(k)
j − u(k)

ij

(
yi − µ(k+1)

j

) (
yi − µ(k+1)

j

)T
)

+
�

(Ni − 1)

∑
m∈∂i

(
Σ

(k)
j − u(k)

ij

(
ym − µ(k+1)

j

)(
ym − µ(k+1)

j

)T
)]

(36)

Σ
(k+1)
j =

N∑
i=1

z(k)
ij u(k)

ij

[(
yi − µ(k+1)

j

)(
yi − µ(k+1)

j

)T

+ α
(Ni−1)

∑
m∈∂i

(
ym − µ(k+1)

j

) (
ym − µ(k+1)

j

)T
]

N∑
i=1

(1 + � )z(k)
ij

(37)
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Fig. 3. Segmentation of a SAR image (C-band, HH, 100-m pixel spacing, 480 × 408 size) captured over the Gulf of St. Lawrence on February 20, 1998,
acquired by RADARSAT ScanSAR. (a) Original. (b) Manual segmentation (ground truth, provided by CIS). (c) SVFMM, i.e., OAR = 80.92% and t = 47.41s.
(d) HMRF-FCM, i.e., OAR = 83.88% and t = 597.75s. (e) MSMM, i.e., OAR = 91.29% and t = 16.80s.

observe, although HMRF-FCM and SVFMM reduce the effect
of noise significantly, they still misclassify some portions of
pixels, particularly shown in the top and bottom marked color
boxes. In Fig. 2(e), it can be observed that the proposed MSMM
obtains the best segmentation performance, particularly from
the marked color box. The overall regularity of the image seems
to be better estimated by the proposed method. As we observe,
the proposed MSMM reaches the highest 96% OAR, as com-
pared with 89.97% of HMRF-FCM and 90.63% of SVFMM,
respectively. Table I gives the segmentation results for all
methods with different speckle noise densities, corresponding
to different ENLs. We observe that the proposed algorithm
outperforms the other methods, with the highest OAR.

B. SAR Sea-Ice Images
Fig. 3(a) is an image of the Gulf of St. Lawrence acquired

by RADARSAT ScanSAR (C-band, HH, 100-m pixel spacing)
on February 20, 1998. This image is well understood as it is
used for training purposes at the Canadian Ice Service (CIS).
The image has three classes. The white region at the bottom
is the land, which is marked out (not considered as a class),
and the dark region surrounding the land is water. The bright
region from the top left to the center of the image is gray
ice, and the rest is gray–white ice. This image has many long
narrow leads clearly visible in the gray ice region, and thus, it
is suitable for testing the proposed model. For fair comparison
of the performance, we use a manual segmentation image as
the ground truth [see Fig. 3(b)] provided by CIS. Fig. 3(c)–(e)
shows the segmentation results from SVFMM, HMRF-FCM,
and the proposed model MSMM, respectively. The results from
the SVFMM are very poor and unacceptable, whereas the
other two approaches are much more effective. More cracks
and longer tails can be clearly seen from HMRF-FCM and
MSMM, as indicated by the details shown in Fig. 3(d) and (e).

However, HMRF-FCM misclassifies some portions of ice pix-
els as water regions (some black spots). Compared with the
HMRF-FCM result in Fig. 3(d), our algorithm classifies gray
ice and gray–white ice well, as shown in Fig. 3(e). For the
interpretation of the ice types, the lead extend is an impor-
tant characteristic. In terms of identification of open water in
these lead extends, SVFMM and HMRF perform much better
compared with MSMM. However, MSMM provides better
identification for regions. In addition, SVFMM and HMRF
tend to overclassify the water region, whereas MSMM can still
provide a blurred segmentation characterized by thinner and
nonidentifiable leads. The accuracy and computation speed of
different methods are also reported in Fig. 3. It is noted that our
algorithm obtains the highest OAR (91.29%), with the lowest
computation time (16.80 s), as compared with its competitors:
OAR = 80.92% and 47.41 s for SVFMM and OAR = 83.88%
and 597.75 s for HMRF-FCM.

C. Sandia SAR Image
In this experiment, we investigate the performance of our

method on a real mini SAR image, which is shown in Fig. 4(a).
It comes from the Sandia radar systems, which output their
images and image products in Sandia’s unique GFF file format
with 628 × 410 size. They are obtained by mini SAR system,
with 4-in-resolution 3.3-km-range Ku-band imagery. They are
single-look data; hence, speckle is fully developed. These mini
SAR images and the postprocessing software programmed by
MATLAB can be downloaded from the website [56].

Our motivation is to distinguish the trees, the shadows, and
the ground in this mini SAR image. However, due to the speckle
effect, it is difficult to segment the trees and their shadows.
The corresponding segmentation results by SVFMM, HMRF-
FCM, and MSMM are illustrated in Fig. 4(b)–(d), respectively.
Fig. 4(b) clearly illustrates the poor segmentation results from
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Fig. 4. Segmentation of a mini SAR image (628 × 410 size) obtained by a mini SAR system, with 4-in-resolution 3.3-km-range Ku-band imagery. (a) Original.
(b) SVFMM, i.e., t = 44.52s. (c) HMRF-FCM, i.e., t = 112.38s. (d) MSMM, i.e., t = 15.92s.

Fig. 5. Segmentation of a RADARSAT-1 SAR image that represents a portion of the NWT in Canada. (a) Original. (b) SVFMM, i.e., t = 25.44s. (c) HMRF-
FCM, i.e., t = 245.81s. (d) MSMM, i.e., t = 9.58s.

SVFMM in the presence of speckle noise. This may be due
to the fact that SVFMM does not consider incorporating suf-
ficient spatial relationship information. Both HMRF-FCM and
MSMM have the reasonable segmentation results, as shown
in Fig. 4(c) and (d), respectively. In fact, we try different
methods for all eight mini SAR images. Both HMRF and
MSMM perform better than SVFMM for image segmentation
experiments. However, the performance of these two methods
(HMRF and MSMM) is close to each other, and it is difficult to
say which one is better across these eight particular mini SAR
images. We also list the computation time of different methods
in Fig. 4. It is shown that the proposed segmentation has lower
computation times compared with its competitors.

D. RADARSAT-1 Image
In this experiment, we evaluate the segmentation perfor-

mance for a RADARSAT-1 SAR image. RADARSAT-1 is a
sophisticated Earth observation satellite developed by Canada
to monitor environmental changes and the planet’s natural
resources. The original RADARSAT-1 SAR image [as shown
in Fig. 5(a)] represents a portion of the Northwest Territories
(NWT) in Canada. With an area of 1 346 106 km2, NWT is the
largest region in the country after Nunavut. In the upper part

of the image are the Franklin Mountains, and in the lower, the
Mackenzie Mountains. These mountain ranges are separated
by the Mackenzie River, i.e., the dark feature cutting across
the middle of the image. This 1800-km-long river, averaging
1.6 km wide (in places, it is 6 km wide) and 8–9 m deep, drains
a huge basin of 1.8 million km2.

We set the class number k = 3. Existence of noise has led to
a “spotty” result using the SVFMM in Fig. 5(b). Both methods,
i.e., HMRF shown in Fig. 5(c) and MSMM shown in Fig. 5(d),
give reasonable results. HMRF seems to be performing
well, although it tends to oversegment (for better or for worse)
relative to MSMM. There are some parts where Fig. 5(c) is
better and other parts where Fig. 5(d) is better. Both HMRF and
MSMM algorithms minimize the impact of speckle effectively.
However, it is noted that the computation time of MSMM is
much lower than that of HMRF.

E. Pauli RGB Image
In the last experiment, we evaluate the performance of the

proposed algorithm for polarimetric SAR (POLSAR) image
segmentation application. The red–green–blue (RGB) com-
posite of the Pauli decomposition is extracted from the po-
larimetric L-band data, NASA/JPL AIRSAR of Flevoland,
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as a “matrix” expression. This “matrix” expression is very
suitable for MATLAB tool calculation, and our algorithm is
more effective compared with its competitors, i.e., MRF/HMRF
model. Another extension of our algorithm is to combine re-
gion growing algorithm with a mean filter. A region growing
technique is usually utilized for the solutions to those objective
functions. The objective functions can be also modified with the
consideration of mean filter and neighborhood windows.
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