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Abstract. This application-oriented paper discusses a non-
contact 3D range data measurement system to improve the
performance of the existing 2D herring roe grading system.
The existing system uses a single CCD camera with un-
structured halogen lighting to acquire and analyze the shape
of the 2D shape of the herring roe for size and deformity
grading. Our system will act as an additional system module,
which can be integrated into the existing 2D grading system,
providing the additional third dimension to detect deformi-
ties in the herring roe, which were not detected in the 2D
analysis. Furthermore, the additional surface depth data will
increase the accuracy of the weight information used in the
existing grading system. In the proposed system, multiple
laser light stripes are projected into the herring roe and the
single B/W CCD camera records the image of the scene.
The distortion in the projected line pattern is due to the sur-
face curvature and orientation. Utilizing the linear relation
between the projected line distortion and surface depth, the
range data was recovered from a single camera image.

The measurement technique is described and the depth
information is obtained through four steps: (1) image cap-
ture, (2) stripe extraction, (3) stripe coding, (4) triangulation,
and system calibration. Then, this depth information can be
converted into the curvature and orientation of the shape for
deformity inspection, and also used for the weight estima-
tion.

Preliminary results are included to show the feasibility
and performance of our measurement technique. The accu-
racy and reliability of the computerized herring roe grading
system can be greatly improved by integrating this system
into existing system in the future.

Key words: Structured light � 3D sensing � Range sensing
� Inspection � Computer vision

1 Introduction

Automatic range-sensing techniques have been intensively
researched for aplication in the area of adaptive arc and laser

Correspondence to: M.-F. Ricky Lee

welding, seam tracking, 3D inspection and veri�cation, sur-
face and volumetric mapping, robot guidance, etc. There are
three most popular 3D sensing techniques: (1) stereo, (2)
structured light (3) and time of �ight. The advantage of the
stereo system is that it is passive and low cost; the disadvan-
tage is that there are not enough dense range measurements
and that computational matching algorithms need to devel-
oped due to lack of or too many features for correspondence.
The advantages of the structured light are simplicity and
low cost. Various pattern of structured light such as point,
stripe, multiple stripe, dot matrix, grid, etc., are projected on
the object. The detector scanning over the structured-light-
projected object obtains the range image. The disadvantage
is when the object has problems in specula re�ection. The
advantage of the time of �ight is that a dense range image
is obtained without image processing. The disadvantage is
cost. The cost is usually in the six-digit range.

Structured light based three-dimensional large �eld of
View sensing techniques rely on low-cost video technology,
less power, and no signature involved (radar). The generation
of the ranges is carried out mainly by software, which is
easier to adapt to different working environments or robot
modules.

Servo-robot manufactures four families of line scan range
sensors [1]. The M-spot and Jupiter families feature �y-
ing laser-spot technology, which enables long depth of �eld
(from 90 mm to 2000 mm). The BIP and SMART families
have a very high lateral resolution (0.006 mm to 0.1 mm).

The Perceptron Inc., Plymouth, MI, USA, developed a
laser spot scanner. Their LASAR model camera generates a
detailed map of objects within the scanned volume of space,
assigning intensity and range values to each surface point
illuminated by the laser spot. LASAR provides a range ac-
curacy of 0.5 mm over a 1.87-m depth of view at a rate of
10,000 points/s.

The Hymarc Ltd., Nepean, Ontario, Canada, also makes
a line scan sensor based on a synchronous scanning. The
Hyscan-25 provides a range accuracy of 0.025 mm over a
60-mm depth of view at a rate of 15,360 points/s. In the
Deptartment of Mechanical Engineering at the University of
Victoria, this Hymarc scanner is used in conjunction with
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a CNC machining center for de�ning the complete surface
form of complex 3D shapes.

LASIRIS Inc., St-Laurent, Qu·ebec, H3R 2KE Canada-
diode manufactures laser structure light projectors to gen-
erate non-Gaussian (evenly illuminated) distinct laser beam
line. They provide wavelength selections from 635 nm to
830 nm, 1-mW to 50-mW output powers, and the light pat-
tern of parallel lines, dots, concentric circles, single line, dot
matrix, single circle and cross hair [2]

Other research had been done by Saint-Marc et al. [3],
using a PC-based scanner with an accuracy of 0.25 mm in
depth; Archibald [4] used the oscillating and rotating mirrors
to sweep the laser beam over the object. The shape of an
object was determined using the defocus method proposed
by Nayar et. al. [5] for a real- time range sensor.

The speed of the range-�nding techniques depends on
the scanning methods, signal acquisition time, and the depth
construction algorithm. The accuracy depends on the scan-
ning methods and the camera parameter calibration. The res-
olution of the surface measurement depends on the scanning
method.

The data acquisition time, accuracy, range in which a
position is correct, the range resolution, the smallest mea-
surable change in the depth and lateral direction are the im-
portant �gures to be considered concerning the performance
of the range-imaging system. The factors of standoff dis-
tance, depth of �eld, and �eld of view are other important
parameters for range-imaging system.

A skein of herring roe is a sac of tiny herring eggs (see
Fig. 1). The market value of herring roe depends on its grade,
which is determined on the basis of shape, colour, �rmness
and size. Grading standards are governed by the speci�c
market requirements. Various grading standards may be es-
tablished according to individual speci�cation required by
various customers. Two major concerns in grading are the
consistency and the cost. Since grading is done manually
at present, these two factors are not strictly satis�ed, and,
therefore, automation of the grading process is proposed to
address the stringent commercial speci�cations.

An industrial prototype of an automated module has been
developed for the assessment of shape, size, weight, �rm-
ness, and colour of the herring roe (Fig. 2). This prototype
system was developed by the Industrial Automation Labo-
ratory (IAL), using speci�c grading criteria [6�9]. The work
is based on a 2D sensing of herring roe. The purpose of this
paper is to develop an inspection algorithm with 3D sens-
ing of herring roe geometry for feature analysis and volume
estimation of herring roe.

2 The measurement technique

The experimental arrangement is described in Fig. 3a. An
image is captured through a Costar CV-M10 progressive
scan camera, equipped with a 16-mm, f. 1.4 Cosmicar TV
lens, by a PCI frame grabber board (Imaging Technology
Inc.). The object is illuminated by 11 laser stripes gener-
ated from the LASIRIS laser diode structured-light projec-
tor. Microsoft Visual Basic 5.0 is used as the programming
language to develop the algorithm in a PC computer with a

Posterior

Ventral

Dorsal
Anterior

Female herring

Herring roe skein

Fig. 1. Terminology of herring roe

Pentium Pro 200 microprocessor. Fig. 3b shows the experi-
ment setup.

The Automated Imaging Association de�nes structured
lighting as the process of illuminating an object (from a
known angle) with a speci�c light pattern. Observing the lat-
eral position of the image can be useful in determining depth
information [2]. Illuminating a skein of herring roe with light
of 11 parallel stripes and the distortion in the resulting line
pro�les can be translated into 3D information of the shape
of the herring roe. By using this principle, we can analyze
the original 2-D image to obtain 3D information. Figures 4a
and b shows the image captured using unstructured lighting
and laser-projected multiple-stripe illumination on both good
shape and poor shape (henkei) herring roe. The dent is very
dif�cult to distinguish under unstructured illumination, but
it can easily be located and quanti�ed under the structured
light illumination.

3 The measurement process

The process of acquiring and analyzing the image is divided
into the following six steps.

1. Image acquisition.
2. Stripe extraction.
3. Stripe coding.
4. Triangulation and system calibration.
5. Surface curvature and orientation estimation.
6. Volume estimation.

The �ow chart of the algorithm is given in Fig. 5, and will
be described in the following section.

3.1 Image acquisition

A gray-scale image (in Fig. 6) of 11 laser stripes illuminated
herring roe skein is acquired from a progressive scan camera
and then digitized into the computer memory through a PCI
frame capture board. The data was scanned to process in the
direction from top to bottom and left to right. The image had
the data depth of 8 bits per pixel. The data type of the image
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Fig. 2. Existing system

to computer

Laser projector

CCD camera

Laser stripe

 101 2 93 4 5 6 87  11

Fig. 3. a Shape measurement system arrangement. b Shape measurement system

is internally represented unsigned. The originate, (�� �) =
(0� 0), is located at the top left corner. The �-coordinate line
lies horizontally from the origin to the top right corner. The
�-coordinate line lies vertically from the origin to the bottom
left corner. The time for image acquisition to memory is
approximately 50 ms. A digital image f consists of � = � ��
function values � (�� �) in a uniform spatial distribution on
a � � � image raster which is in this case a 640 � 480
array. The values � and � characterize the image size and
� (�� �) characterizes the intensity at the point (�� �).

� = �(�� �) : 0 � � � � � 1 � 0 � � � � � 1�

The progressive scan camera captures the entire frame
per shutter event, line by line, in contrast to a traditional
interlaced CCD cameras only capable of capturing one �eld
per shutter event, odd or even. The result using progressive
scan is a non-interlaced image with full vertical and hori-
zontal resolution captured in a single rapid shutter event and
there is no pixel shift for moving object. The result using
traditional interlaced CCD camera is a ghosting or blurring
effect, since in dynamic image capture, by the time the sec-
ond �eld of information is stored and scanned, the subject

already has moved. Interlaced images of even static objects
can introduce some noticeable �jitter�. This is successfully
eliminated with progressive scanning.

3.2 Stripe extraction

First, the stripe location has to be extracted. The laser stripe�s
width varied from a single pixel to multiple pixels. Due
to electronic noise, surface re�ectance variation, and laser
stripe diffusion around the surface of the herring, the con-
ventional thresholding technique will either lose one laser
stripe, or will produce a redundant edge. A simple peak-
�nding technique will �nd more than one peak in a laser
strip. To resolve this problem, the following algorithm for
�nding a local dominant peak was used. We use an example
of an intensity distribution in Fig. 7a for four laser stripes
along one horizontal scanning line to explain the advantage
in using our methods. Using different threshold values in
conventional threshold technology makes it dif�cult to lo-
cate all the centers of the strip (Fig. 7b�d). Applying our
dominant peak �nding methods can successfully locate all
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Dent Dent

Fig. 4. a Ambient illumination. b Structured light illumination

Image
Capture
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Coding

Triangulation /
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Surface Curvature /
Orientation

Volume
Estimation

shape size

Fig. 5. Flow chart of the measurement process

the centers of stripe (Fig. 7e). Figure 8 is an example of an
intensity distribution for four laser stripes along one hori-
zontal scanning line and is used to explain the algorithm.

Step 1: locate all maximum and minimum intensity pixels

1. Maximum: locate all global peak points 	 �
� � 0 � 
 �

��
peak at row � which meets the following con-

dition, where 
 is the index of the individual
peak point and ��

peak represent the number of
peaks at row �. The peak points are the points
in between either a rise or a �at intensity fol-
lowed by a fall in intensity, e.g., 	1 � 	6 in
Fig. 8.

� (� + ��� �) � � (�� �)
��

� 0

and

� (�� �) � � (� � ��� �)
��

	 0

0

N

M
0

x

y

Fig. 6. Captured image

where �� = 1, 1 � � � � � 2 and 1 � � �
� � 2

2. Minimum: locate all global valley points  �
� , 0 � 
 �

��
valley at row � which meets the following

condition, where 
 is the index of the indi-
vidual valley point and ��

valley represent the
number of valley points at row �. The valley
points are the points in between a fall in inten-
sity followed by either a rise or a �at intensity,
e.g. 1 � 6 in Fig. 8.

� (� + ��� �) � � (�� �)
��

	 0

and

� (�� �) � � (� � ��� �)
��

� 0

where �� = 1, 1 � � � � � 2 and 1 � � �
� � 2.

Step 2: locate the local maximum intensity pixels
Criteria of a local maximum intensity pixel

1. Intensity difference between the two minima (Stripe
Start Minimum and Stripe End Minimum) larger than
threshold, where the threshold value equals 100.

2. Intensity larger than any of these two minima (Stripe
Start Minimum and Stripe End Minimum).

3. Maximum intensity.
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The following searching rules were used to locate each local
maximum intensity pixel

Step 1. Set the initial Stripe Start Minimum at the origin and
the Stripe End Minimum to the minimum adjacent
to the �rst maximum.

Step 2. Check if there is any local maximum between the
Stripe Start Minimum and Stripe End Minimum.

If no, then
Set the next Minimum as the Stripe End Mini-
mum and go back to step 2

If yes, then
Set the next Stripe Start Minimum as the
Stripe End Minimum and go back to step 2

Using this method the peaks (	2, 	4, 	6, and 	8 in Fig. 8)
that meet the above criteria for local maximum pixel points

are found. Fig. 9a shows the original image and Fig. 9b
shows the result after dominant peak �nding method. Fig. 9c
and d shows the results of conventional binary threshold
technique.

3.3 Stripe coding

The next step is to code (or label) the segments. A herring
skein separates each laser line into three segments, top, body
and bottom (Fig. 10a). The body segment is the segment of
interest for extraction. Three steps are conducted: (1) code
and remove the top segment (Fig. 10b), (2) code and remove
the top segment (Fig. 10c), (3) code the body segment and
add the top and bottom codes (Fig. 10d).

A neighborhood-tracking operation is implemented uti-
lizing a search window (Fig. 11), to track each line until
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(a) (b)

(c) (d)

Fig. 9. a Original Image. b Dominant peak searching. c High binary threshold value. d Low binary threshold value

(a) (b)

(c) (d)

Top Line

Body Curve

Bottom Line

Fig. 10. a Image after stripe extracted. b Top line connected, labelled and removed. c Bottom line connected, labelled and removed. d Body curve connected,
labelled and removed

the end of each line is reached. The search widow size is
3 � 3 pixels for both the top and bottom segments. The
search direction is downward for the top segment and up-
ward for the bottom segment (Fig. 11). The location of each
non-zero pixel found inside the search window is put in

the speci�c array associated with each segment code. After
all lines are coded, a similar neighborhood-tracking opera-
tion with a condition-checking procedure for removing small
pixel areas (noise) is conducted to code the body segment.
The search window size is 3 pixels in height and 14 pixels
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Fig. 12. Triangulation method

in width. A straight-line interpolation is used for connecting
the break points, resulting in the image shown in Fig. 10d.

3.4 Triangulation and calibration

Triangulation involves �nding the linear relation between �
(thickness of the object to be measured) in world coordinates
and �2 (offset of the laser stripe in image coordinates), in
Fig. 12. The relation between � and �1 (offset of the laser
stripe in world coordinates), can be formulated by the trian-
gulation method as

� = tan(�) � �1�

The relation between �1 and �2, can be formulated by using
a pinhole camera model, where � is the working distance
and � is the optical focal length.

�1 =
�
�

� �2�

Substituting Eq. 2 into Eq. 1, the linear relation between �
and �2 can be obtained as

� = tan(�) �
�
�

� �2�

where � , � and � are constant.
Calibration is used to obtain the constant coef�cients in

Eq. 3 for each laser stripe, where � is different for each
laser strip. The square block of a known height, 16.5 mm in
this case, shown in Fig. 13, is used in conjunction with the

triangulation Eq. 3 to calibrate the coef�cients via equations.
The � matrix in Eq. 4 is the coef�cient matrix for the 11
laser stripes.

� = � � � =

�

����

�1

�2

:
�10

�11

�

����
�

�

����

�1

�2

:
�10

�11

�

����

3.5 Shape interpretation

Once the body curves have been extracted, they are analyzed
for 3D shape information. Speci�cally a �good� roe skein
will have a smooth upper surface which will result in a
low curvature of the laser stripe. For each of the extracted
body curves, the center �� of every three data points within
the interval of � (=14 here) along the curve are calculated
(Fig. 14). �1 is the top end point of the curve. The center
points ��(�� �) can be obtained by solving the equations as
given below. Therefore, for � data points, we can obtain
the number of centers of arc as round (� � 1)��.
�
�����	

�����


(�1+(��1)�� � ��� )2

+(�1+(��1)�� � ��� )2 = �2
�

(�1+��� � ��� )2

+(�1+��� � ��� )2 = �2
�

(�1+(�+1)�� � ��� )2

+(�1+(�+1)�� � ��� )2 = �2
�

� 
 
 [1� � � 1]

Using this data, the vector � is obtained as the difference
of the vector from the origin to the location of the center
and the vector to the center point of three data points as

��� = ���� � ��1+��� �

The curvature can be represented by the direction and mag-
nitude of vector ��� and used as the criteria for shape dis-
crimination. The criteria is summarized as follows.

1. The sign of vector ��� is positive � curved to the left.
2. ��� is negative � curved to the right.
3. Larger magnitude of vector ��� � larger curvature.

The amplitude of vector � determines the curvature of the
curve; small ��� represents a big curvature (curvy) and a
large ��� represents a small curvature (�atter). A deformed
roe category called henkei includes roe with large or negative
curvatures. Therefore, any roe meeting the following criteria
will be considered as the henkei herring roe.

1. The sign of vector ��� is negative.
2. The magnitude of vector ��� is larger than 4 and smaller

than 80.

3.6 Volume estimation

Once again, the body curves are utilized this time for their
3D triangulated pro�le information. The volume information
extracted is the utilized in quick camera frame rate weight
estimation for the herring roe. The pro�le is measured only
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Fig. 13. a Calibration set-up. b Image from calibration block
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Fig. 15. Surface patch interpolation

at the cross sections of the 11 stripes. Under the assumption
of smooth varying shape of herring between two consequent
stripes, the volume can be obtained using a zero-order hold
equation as

estimated volume =
�=10�

�=1

�� � ���

where the � is the stripe spacing and � is the area of the
slice of each laser stripe (Fig. 15).

4 Experimental results

Using the detection algorithm in the procedures developed
in this paper, several experiments were conducted success-
fully to detect the deformed class of herring roe, termed

a)                      b)

Fig. 16. Location of center of arc. a Good shape b Henkei

henkei. All the centers of the arc fragment are in (Fig. 16a),
located on the right side of curve, therefore, this herring roe
is considered as good shape. Since henkei roe will cause the
laser strip to change curvature direction, this feature can be
used to identify henkei roe. One center of the arc fragment
in Fig. 16b is located on the right side of curve and the cur-
vature is larger than the criteria; therefore, this herring roe
is considered as bad shape.

Figures 17� 22 shows the test results of � ve samples of
herring roe skein. The herring roe skein is graded as good
shape in Figs. 17 and 18 and graded as henkei shape in
Figs. 19� 22.

The estimated weight can be obtained by multiplying the
estimated volume with the density of the herring roe. The
results of the estimated weight versus the real weight are
shown in Table 1. However, there was somewhat large es-
timation error for henkei 2 which is very irregular in shape.
According to our research, the accuracy of the weight esti-
mation depends on (a) degree of bending in shape; (b) empty
space (air sacs) on the bottom surface of the roe skein; (c)
variation in shape between two stripes. In future work, the
use of a larger number of laser light stripes may be bene-
� cial. Potential bene� ts may also be obtained by scanning
multiple frame images to get better resolution, and to scan
the roe on both sides for better shape and weight estimation.

5 Conclusion

This paper has presented a non-contact 3D shape measure-
ment method using the multiple laser stripe triangulation.
The image-processing techniques for (1) accurate identi� ca-
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 (a)                                                                        (b)

 (c)                                                                         (d)
Fig. 17 a–d. Sample I, a Original image. b After dominant-peak searching. c Superimposed image d on a. d After curve connected

 (a)                                                                        (b)

 (c)                                                                         (d)
Fig. 18 a–d. Sample II, a Original image. b After dominant-peak searching. c Superimposed image d on a. d After curve connected

Table 1. The weight and volume estimation of the herring roe skein (Density =1.1 g/cm3)

Real weight (gm) Estimated volume(mm3) Estimated weight (gm)

Good 20.5 20.64 22.7
Henkei 1 30.1 24.07 26.5
Henkei 2 31.2 34.13 37.5
Henkei 3 37.2 32.81 36.2
Henkei 4 28.4 25.96 28.6
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 (a)                                                                        (b)

 (c)                                                                         (d)
Fig. 19 a–d. Sample III, a Original image. b After dominant-peak searching. c Superimposed image d on a. d After curve connected

 (a)                                                                        (b)

 (c)                                                                         (d)
Fig. 20 a–d. Sample IV, a Original image. b After dominant-peak searching. c Superimposed image d on a. d After curve connected

tion and location the laser stripe, and (2) coding and con-
necting each stripe has been described. The methods used for
the system calibration were also described using a precise
dimension object. The shape interpretation method is de-
scribed for classifying between good and defect roe skeins.
Preliminary results show that in comparison to the existing

2D grading system, the inexpensive 3D measurement sys-
tem will have (1) better weight estimation and (2) improved
shape defect detection.

The system is designed as an additional system to the
current 2D grading system. To improve the accuracy and
reliability, future work is needed in the following areas:
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 (a)                                                                        (b)

 (c)                                                                         (d)
Fig. 21 a–d. Sample V, a Original image. b After dominant-peak searching. c Superimposed image d on a. d After curve connected

 (a)                                                                        (b)

 (c)                                                                         (d)
Fig. 22 a–d. Sample VI, a Original image. b After dominant-peak searching. c Superimposed image d on a. d After curve connected

1. Continuous multiple frame capture to obtain full mea-
surement of the surface.

2. Double-sided sensing.

3. Data fusion between the 3D and 2D measurement sys-
tem.

4. More experiments with a wide range of herring roe sam-
ples.
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